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Figure 2. A low density graph (from Friedman and Rafshy 1981 
[ddi = .5]). 

the worse it is. Tufte (1983) has devised a scheme for 
measuring the amount of information in displays, called 
the data density index (ddi), which is "the number of 
numbers plotted per square inch." This easily calcu- 
lated index is often surprisingly informative. In popular 
and technical media we have found a range from .1 to 
362. This provides us with the first rule of bad data 
display. 

Rule 1-Show as Few Data as Possible (Minimize the 
Data Density) 

What does a data graphic with a ddi of .3 look like? 
Shown in Figure 1 is a graphic from the book Social 
Indicators I11 (SI3),  originally done in four colors (orig- 
inal size 7" by 9") that contains 18 numbers (18163 = .3). 
The median data graph in S13 has a data density of .6 
numberslin2; this one is not an unusual choice. Shown in 
Figure 2 is a plot from the article by Friedman and 
Rafsky (1981) with a ddi of .5 (it shows 4 numbers in 8 
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Figure 3. A low density graph (01978,The Washington Post) with 
chart-junk to fill in the space (ddi = .2). 

I ? ?  

Figure 4. Hiding the data in the scale (from 3 3 ) .  

in2). This is unusual for JASA, where the median data 
graph has a ddi of 27. In defense of the producers of this 
plot, the point of the graph is to show that a method of 
analysis suggested by a critic of their paper was not 
fruitful. I suspect that prose would have worked pretty 
well also. 

Although arguments can be made that high data den- 
sity does not imply that a graphic will be good, nor one 
with low density bad, it does reflect on the efficiency of 
the transmission of information. Obviously, if we hold 
clarity and accuracy constant, more information is bet- 
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Figure 5. Expanding the scale and showing the data in Figure 4 
(from 9 3 ) .  
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Figure 6. Ignoring the visual metaphor (01978, The New York 
Times). 

ter than less. One of the great assets of graphical tech- 
niques is that they can convey large amounts of informa- 
tion in a small space. 

We note that when a graph contains little or no infor- 
mation the plot can look quite empty (Figure 2) and 
thus raise suspicions in the viewer that there is nothing 
to be communicated. A way to avoid these suspicions is 
to fill up the plot with nondata figurations-what Tufte 
has termed "chartjunk." Figure 3 shows a plot of the 
labor productivity of Japan relative to that of the 
United States. It contains one number for each of three 
years. Obviously, a graph of such sparse information 
would have a lot of blank space, so filling the space 
hides the paucity of information from the reader. 

A convenient measure of the extent to which this 
practice is in use is Tufte's "data-ink ratio." This mea- 
sure is the ratio of the amount of ink used in graphing 
the data to the total amount of ink in the graph. The 
closer to zero this ratio gets, the worse the graph. The 
notion of the data-ink ratio brings us to the second 
principle of bad data display. 

Rule 2-Hide What Data You Do Show 
(Minimize the Data-Ink Ratio) 

One can hide data in a variety of ways. One method 
that occurs with some regularity is hiding the data in the 
grid. The grid is useful for plotting the points, but only 
rarely afterwards. Thus to display data badly, use a fine 
grid and plot the points dimly (see Tufte 1983, 
pp. 94-95 for one repeated version of this). 

A second way to hide the data is in the scale. This 
corresponds to blowing up the scale (i.e., looking at the 
data from far away) so that any variation in the data is 
obscured by the magnitude of the scale. One can justify 
this practice by appealing to "honesty requires that we 
start the scale at zero," or other sorts of sophistry. 

In Figure 4 is a plot that (from S13) effectively hides 
the growth of private schools in the scale. A redrawing 
of the number of private schools on a different scale 
conveys the growth that took place during the mid- 
1950's (Figure 5). The relationship between this rise and 
Brown vs. Topeka School Board becomes an immediate 
question. 

To conclude this section, we have seen that we can 
display data badly either by not including them (Rule 1) 

mmlhonsof u S dollan) (fn m!ll!ons of U S dollars) 

3000  
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Figure 7. Reversing the metaphor in mid-graph while changing 
scales on both axes ( O  June 14, 1981, The New York Times). 

or by hiding them (Rule 2). We can measure the extent 
to which we are successful in excluding the data through 
the data density; we can sometimes convince viewers 
that we have included the data through the incorpo- 
ration of chartjunk. Hiding the data can be done either 
by using an overabundance of chartjunk or by cleverly 
choosing the scale so that the data disappear. A mea-
sure of the success we have achieved in hiding the data 
is through the data-ink ratio. 

3. SHOWING DATA ACCURATELY 

The essence of a graphic display is that a set of num- 
bers having both magnitudes and an order are repre- 
sented by an appropriate visual metaphor-the mag-
nitude and order of the metaphorical representation 
match the numbers. We can display data badly by ignor- 
ing or distorting this concept. 

Rule 3-lgnore the Visual Metaphor Altogether 

If the data are ordered and if the visual metaphor has 
a natural order, a bad display will surely emerge if you 
shuffle the relationship. In Figure 6 note that the bar 
labeled 14.1 is longer than the bar labeled 18. Another 
method is to change the meaning of the metaphor in the 
middle of the plot. In Figure 7 the dark shading repre- 
sents imports on one side and exports on the other. This 
is but one of the problems of this graph; more serious 
still is the change of scale. There is also a difference in 
the time scale, but that is minor. A common theme in 
Playfair's (1786) work was the difference between im- 
ports and exports. In Figure 8, a 200-year-old graph 
tells the story clearly. Two such plots would have illus- 
trated the story surrounding this graph quite clearly. 

Rule 4--Only Order Matters 

One frequent trick is to use length as the visual meta- 
phor when area is what is perceived. This was used quite 
effectively by The Washington Post in Figure 9. Note 
that this graph also has a low data density ( . I ) ,  and its 
data-ink ratio is close to zero. We can also calculate 
Tufte's (1983) measure of perceptual distortion (PD) 
for this graph. The PD in this instance is the perceived 
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Figure 8. A plot on the same topic done well two centuries earlier (from Playfair 1786). 

change in the value of the dollar from Eisenhower to 
Carter divided by the actual change. I read and measure 
thus: 

Actual Measured 

This distortion of over 700% is substantial but by no 
means a record. 

A less distorted view of these data is provided in 
Figure 10. In addition, the spacing suggested by the 

0 . 0  1. . I I IL 
1958  1963  1968 1973  1976 

Y EF lR 
Figure 9. An example of how to goose up the effect by squaring Figure 10. The data in Figure 9 as an unadorned line chart (from 

the eyeball (01978, The Washington Post). Wainer, 1980). 
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presidential faces is made explicit on the time scale. scribed previously; that is, the data are displayed, and 

Rule 5-Graph Data Out of Context 

Often we can modify the perception of the graph 
(particularly for time series data) by choosing carefully 
the interval displayed. A precipitous drop can disappear 
if we choose a starting date just after the drop. Simi- 
larly, we can turn slight meanders into sharp changes by 
focusing on a single meander and expanding the scale. 
Often the choice of scale is arbitrary but can have pro- 
found effects on the perception of the display. Figure 11 
shows a famous example in which President Reagan 
gives an out-of-context view of the effects of his tax cut. 
The Times' alternative provides the context for a deeper 
understanding. Simultaneously omitting the context as 
well as any quantitative scale is the key to the practice 
of Ordinal Graphics (see also Rule 4). Automatic rules 
do not always work, and wisdom is always required. 

In Section 3 we discussed three rules for the accurate 
display of data. One can compromise accuracy by ignor- 
ing visual metaphors (Rule 3), by only paying attention 
to the order of the numbers and not their magnitude 
(Rule 4), or by showing data out of context (Rule 5 ) .  
We advocated the use of Tufte's measure of perceptual 
distortion as a way of measuring the extent to which the 
accuracy of the data has been compromised by the dis- 
play. One can think of modifications that would allow it 
to be applied in other situations, but we leave such 
expansion to other accounts. 

4. SHOWING DATA CLEARLY 

In this section we discuss methods for badly dis- 
playing data that do not seem as serious as those de- 

T H E  N E W  YORK T I M E S ,  SUNDAY,  A U G U S T  2, 1981 

Payments under the 
Ways and Means 

YOUR TAXES 

they might even be accurate in their portrayal. Yet sub- 
tle (and not so subtle) techniques can be used to effec- 
tively obscure the most meaningful or interesting as- 
pects of the data. It is more difficult to provide objective 
measures of presentational clarity, but we rely on the 
reader to judge from the examples presented. 

Rule &Change Scales in Mid-Axis 

This is a powerful technique that can make large dif- 
ferences look small and make exponential changes look 
linear. 

In Figure 12 is a graph that supports the associated 
story about the skyrocketing circulation of The New 
York Post compared to the plummeting Daily News 
circulation. The reason given is that New Yorkers 
"trust" the Post. It takes a careful look to note the 
700,000 jump that the scale makes between the two 
lines. 

In Figure 13 is a plot of physicians' incomes over 
time. It appears to be linear, with a slight tapering off 
in recent years. A careful look at the scale shows that it 
starts out plotting every eight years and ends up plotting 
yearly. A more regular scale (in Figure 14) tells quite a 
different story. 

The soaraway Post 
-the daily paper 

New Yorkers trust 


Figure 11. The White House showing neither scale nor context Figure 12. Changing scale in mid-axis to make large differences 
(0 1981, The New York Times, reprinted with permission). small (O 1981, New York Post). 
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Figure 13. Changing scale in mid-axis to make exponential growth 
linear (OThe Washington Post). 

Rule 7-Emphasize the Trivial (Ignore the Important) 

Sometimes the data that are to be displayed have one 
important aspect and others that are trivial. The graph 
can be made worse by emphasizing the trivial part. In 
Figure 15 we have a page from S13 that compares the 
income levels of men and women by educational levels. 
It reveals the not surprising result that better educated 
individuals are paid better than more poorly educated 
ones and that changes across time expressed in constant 
dollars are reasonably constant. The comparison of 
greatest interest and current concern, comparing sal- 
aries between sexes within education level, must be 
made clumsily by vertically transposing from one graph 
to another. It seems clear that Rule 7 must have been 
operating here, for it would have been easy to place the 
graphs side by side and allow the comparison of interest 
to be made more directly. Looking at the problem from 
a strictly data-analytic point of view, we note that there 
are two large main effects (education and sex) and a 
small time effect. This would have implied a plot that 

I N C O M E S  O F  D O C T O R S  V S .  O T H E R  P R O F E S S I O N R L S  

FEMALE 
$ 1 4 0 W  1 1 1 1 1 1 1 1 1 1 1 1 

Figure 15. Emphasizing the trivial: Hiding the main effect of sex 
differences ~n income through the vertical placement of plots (from 
S13). 

showed the large effects clearly and placed the smallish 
time trend into the background (Figure 16). 

MEDIAN INCOME OF YEAR-ROUND FULL TIME WORKERS 
25-34 YEARS OLD BY SEX AND EDUCATIONAL ATTAINMENT: 

1968-1 977 (IN CONSTANT 1977 DOLLARS) 
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Figure 14. Data from Figure 13 redone with linear scale (from Figure 16. Figure 15 redone with the large main effects empha- 
Wainer 1980). sized and the small one (time trends) suppressed. 
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Lih Expectancy at Birth, by Sex, Selected 

OF RED MEATS* 	 Cwn8ios. Moat Recent Available Year: 

1670-1676
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Figure 17. Jiggling the baseline makes comparisons more difficult 
(from Handbook of Agricultural Charts). 

Rule 8-Jiggle the Baseline 

Making comparisons is always aided when the quan- 
tities being compared start from a common base. Thus 
we can always make the graph worse by starting from 
different bases. Such schemes as the hanging or sus- 
pended rootogram and the residual plot are meant to 
facilitate comparisons. In Figure 17 is a plot of U.S. 
imports of red meat taken from the Handbook of Agri- 
cultural Charts published by the U.S. Department of 
Agriculture. Shading beneath each line is a convention 
that indicates summation, telling us that the amount of 
each kind of meat is added to the amounts below it. 
Because of the dominance of and the fluctuations in 
importation of beef and veal, it is hard to see what the 
changes are in the other kinds of meat-Is the importa- 
tion of pork increasing? Decreasing? Staying constant? 
The only purpose for stacking is to indicate graphically 
the total summation. This is easily done through the 
addition of another line for TOTAL. Note that a 
TOTAL will always be clear and will never intersect the 
other lines on the plot. A version of these data is shown 

S o u r c r :  	 ltdta~~kk~Agr_~~ltural C!m?-t?, C.S. Department of 

Agriculture, 1 9 i 6 ,  p .  93. 


Chart S o u r c e  : O r i g i n a l  

Figure 18. An alternative version of Figure 17 with a straight line 
used as the basis of comparison. 

Years of lbfe expectanci 

Figure 19. Austria First! Obscuring the data structure by alpha- 
betizing the plot (from S13). 

in Figure 18 with the separate amounts of each meat, as 
well as a summation line, shown clearly. Note how 
easily one can see the structure of import of each kind 
of meat now that the standard of comparison is a 
straight line (the time axis) and no longer the import 
amount of those meats with greater volume. 

Rule 9-Austria First! 

Ordering graphs and tables alphabetically can ob-
scure structure in the data that would have been obvious 
had the display been ordered by some aspect of the 
data. One can defend oneself against criticisms by 
pointing out that alphabetizing "aids in finding entries 
of interest." Of course, with lists of modest length such 
aids are unnecessary; with longer lists the indexing 
schemes common in 19th century statistical atlases pro- 
vide easy lookup capability. 

Figure 19 is another graph from S13 showing life ex- 
pectancies, divided by sex, in 10 industrialized nations. 
The order of presentation is alphabetical (with the 
USSR positioned as Russia). The message we get is that 
there is little variation and that women live longer than 
men. Redone as a stem-and-leaf diagram (Figure 20 is 
simply a reordering of the data with spacing propor- 
tional to the numerical differences), the magnitude of 
the sex difference leaps out at us. We also note that the 
USSR is an outlier for men. 

Rule 10-Label (a) Illegibly, (b )  Incompletely, 
(c) Incorrectly, and (d)  Ambiguously 

There are many instances of labels that either do not 
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C o m m i s s i o n  Payments  
to  T r a v e l  A g e n t s  

FRANCE, 3S, JAPAN, CANADA 
FINLAND, AUSTRIA, UK 

USSR, GERMANY 

CANADA, YK, US, FRANCE 
GERMANY, AUSTRIA 
FINLAND 

Figure 20. Ordering and spacing the data from Figure 19 as a 
stem-and-leaf diagram provides insights previously difficult to 
extract (from S13). 

tell the whole story, tell the wrong story, tell two or 
more stories, or are so small that one cannot figure out 
what story they are telling. One of my favorite examples 
of small labels is from The New York Times (August 

-

Complex web of discount fares and airlines' telephone delays are rais~ng 
travel agents'overhead, offsetting revenue gains from higher volume. 

Figure 21. Mixing a changed metaphor with a tiny label reverses 
the meaning of the data (C 1978, The New York Times). 
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Y E A R  

Figure 22. Figure 21 redrawn with 1978 data placed on a 
comparable basis (from Wainer 1980). 

1978), in which the article complains that fare cuts lower 
commission payments to travel agents. The graph (Fig- 
ure 21) supports this view until one notices the tiny label 
indicating that the small bar showing the decline is for 
just the first half of 1978. This omits such heavy travel 
periods as Labor Day, Thanksgiving, Christmas, and so 
on, so that merely doubling the first-half data is proba- 
bly not enough. Nevertheless, when this bar is doubled 
(Figure 22), we see that the agents are doing very well 
indeed compared to earlier years. 

Rule ll-More Is Murkier: (a) More Decimal 

Places and (b) More Dimensions 


We often see tables in which the number of decimal 
places presented is far beyond the number that can be 
perceived by a reader. They are also commonly 
presented to show more accuracy than is justified. A 
display can be made clearer by presenting less. In Table 
1 is a section of a table from Dhariyal and Dudewicz's 
(1981) JASA paper. The table entries are presented to 
five decimal places! In Table 2 is a heavily rounded 
version that shows what the authors intended clearly. It 
also shows that the various columns might have a sub- 
stantial redundancy in them (the maximum expected 
gain with blc = 10 is about 1110th that of blc = 100 and 
11100th that of blc = 1,000). If they do, the entire table 
could have been reduced substantially. 

Just as increasing the number of decimal places can 
make a table harder to understand, so can increasing 
the number of dimensions make a graph more con-
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Table 1. Optimal Selection From a Finite 
Sequence With Sampling Cost 

blc = 10.0 -
N r* ( G )  - a )  r* 

3 2 .20000 2 
4 2 ,26333 2 
5 2 ,32333 3 
6 3 ,38267 3 
7 3 ,44600 3 
8 3 ,50743 4 
9 3 ,56743 4 

10 4 ,62948 4 

N O T E : g ( X s + r l ) = b R ( X s + r l ) + a ,i f S = s , a n d g ( X s + r - l ) = O , o t h e w i s e  
Source: Dharlyal and Dudewlcz (1981). 

fusing. We have already seen how extra dimensions can 
cause ambiguity (Is it length or area or volume?). In 
addition, human perception of areas is inconsistent. 
Just what is confusing and what is not is sometimes only 
a conjecture, yet a hint that a particular configuration 
will be confusing is obtained if the display confused the 
grapher. Shown in Figure 23 is a plot of per share earn-
ings and dividends over a six-year period. We note (with 
some amusement) that 1975 is the side of a bar-the 
third dimension of this bar (rectangular parallelo-
piped?) chart has confused the artist! I suspect that 1975 
is really what is labeled 1976, and the unlabeled bar at 
the end is probably 1977. A simple line chart with this 
interpretation is shown in Figure 24. 

In Section 4 we illustrate six more rules for displaying 
data badly. These rules fall broadly under the heading 
of how to obscure the data. The techniques mentioned 
were to change the scale in mid-axis, emphasize the 
trivial, jiggle the baseline, order the chart by a charac-
teristic unrelated to the data, label poorly, and include 
more dimensions or decimal places than are justified or 
needed. These methods will work separately or in com-
bination with others to produce graphs and tables of 
little use. Their common effect will usually be to leave 
the reader uninformed about the points of interest in 
the data, although sometimes they will misinform us; 
the physicians' income plot in Figure 13 is a prime ex-
ample of misinformation. 

Finally, the availability of color usually means that 
there are additional parameters that can be misused. 
The U.S. Census' two-variable color map is a wonderful 
example of how using color in a graph can seduce us 

Table 2. Optimal Selection From a Finite Sequence 
With Sampling Cost (revised) 

blc = 10 blc = 100 blc = 1,000 

N r7 G r* G r' G 

into thinking that we are communicating more than we 
are (see Fienberg 1979; Wainer and Francolini 1980; 
Wainer 1981). This leads us to the last rule. 

Rule 12-If I t  Has Been Done Well in the Past, Think of 
Another Way to Do I t  

The two-variable color map was done rather well by 
Mayr (1874), 100 years before the U.S. Census version. 
He used bars of varying width and frequency to accom-
plish gracefully what the U.S. Census used varying 
saturations to do clumsily. 

A particularly enlightening experience is to look 
carefully through the six books of graphs that William 
Playfair published during the period 1786-1822. One 
discovers clear, accurate. and data-laden graphs con-
taining many ideas that are useful and too rarely applied 
today. In the course of preparing this article, I spent 
many hours looking at a variety of attempts to display 

b J 

Eankle;sPer Share And 
Dividaids 

(Dollars) 

r"J 
Earnings .,.,...:I:! Dividends 

A A 

Figure 23. An extra dimension confuses even the grapher 
(@ 1979, The Washington Post). 
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Y E R R  
Figure 24. Data from Figure 23 redrawn s~mply (from Wainer 

1980). 

data. Some of the horrors that I have presented were 
the fruits of that search. In addition, jewels sometimes 
emerged. I saved the best for last, and will conclude 
with one of those jewels-my nominee for the title of 
"World's Champion Graph." It was produced by 
Minard in 1861 and portrays the devastating losses suf- 
fered by the French army during the course of Napo- 
leon's ill-fated Russian campaign of 1812. This graph 
(originally in color) appears in Figure 25 and is re- 
produced from Tufte's book (1983, p. 40). His narrative 
follows. 

Beginning at the left on the Polish-Russian border near the 
Niemap River, the thick band shows the size of the army (422.000 
men) as it invaded Russia in June 1812. The width of the band 
indicates the size of the army at each place on the map. In Sep- 
tember, the army reached Moscow, which was by then sacked and 
deserted, with 100,000men. The path of Napoleon's retreat from 
Moscow is depicted by the darker, lower band, which is linked to 
a temperature scale and dates at the bottom of the chart. It was a 
bitterly cold winter, and many froze on the march out of Russia. 
As the graphic shows, the crossing of the Berezina River was a 
disaster, and the army finally struggled back to Poland with only 
10,000men remaining. Also shown are the movements of auxiliary 
troops, as they sought to protect the rear and flank of the ad- 
vancing army. Minard's graphic tells a rich, coherent story with its 
multivariate data, far more enlightening than just a single number 
bouncing along over time. Six variables are plotted: the size of the 
army, its location on a two-dimensional surface. direction of the 
army's movement, and temperature on various dates during the 
retreat from Moscow. 

It may well be the best statistical graphic ever drawn. 

5.  SUMMING UP 

Although the tone of this presentation tended to be 
light and pointed in the wrong direction, the aim is 
serious. There are many paths that one can follow that 
will cause deteriorating quality of our data displays; the 
12 rules that we described were only the beginning. 
Nevertheless, they point clearly toward an outlook that 
provides many hints for good display. The measures of 
display described are interlocking. The data density 
cannot be high if the graph is cluttered with chartjunk; 
the data-ink ratio grows with the amount of data dis- 
played; perceptual distortion manifests itself most fre- 

Dres~CepuIl.Minud.Inspcc~ur et C h a u s s C e ~en rnra'ce.Cenira l  des Pontr 

Xpnr"= I k t c ~ ~ ~ h c r  O1'r8' = N t 7 ~ c t t ~ l x r  8"" = O ~ r o b c r  

Figure 25. Minard's (1861) graph of the French Army's ill-fated foray into Russia-A candidate for the title of "World's Champion Graph" (see 
Tufte 1983 for a superb reproduction of this in its original color-p. 176). 
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quently when additional dimensions or worthless meta- 
phors are included. Thus, the rules for good display are 
quite simple. Examine the data carefully enough to 
know what they have to say, and then let them say it 
with a minimum of adornment. Do this while following 
reasonable regularity practices in the depiction of scale, 
and label clearly and fully. Last, and perhaps most im- 
portant, spend some time looking at the work of the 
masters of the craft. An hour spent with Playfair or 
Minard will not only benefit your graphical expertise 
but will also be enjoyable. Tukey (1977) offers 236 
graphs and little chartjunk. The work of Francis Walker 
(1894) concerning statistical maps is clear and concise, 
and it is truly a mystery that their current counterparts 
do not make better use of the schema developed a cen- 
tury and more ago. 

[Received September 1982. Revised September 1983. ] 
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